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1 Introduction

To effectively process foggy images, McCartney proposed the atmospheric scattering model
[1], described as follows:

I(z) =J(x)t(z) + A(1 -t(x)), (1)

t(z) = e P, (2)

where I(x) represents the hazy image; J(x) is the original, non-degraded image to be
recovered; t(x) denotes the transmission map corresponding to the hazy image; A is the
atmospheric light value; d(z) is the scene depth; and f is the haze density parameter.

Single-image dehazing algorithms are categorized into two types: dehazing algorithms
based on prior knowledge and dehazing algorithms based on deep learning. Prior-based
dehazing algorithms require manual design of image features, and their performance depends
on the accuracy of the preceding knowledge, leading to poor generalization capability.

Learning-based dehazing algorithms can be further divided into two categories depending
on whether the atmospheric scattering model is used to design the network structure. For
algorithms that rely on the atmospheric scattering model, the transmission map and atmo-
spheric light value are estimated separately, and the clear image is restored using Equation
(2-1). This approach has two limitations: first, inaccuracies in estimating the transmission
map and atmospheric light value affect the degree of dehazing; second, the linear model is
insufficient to simulate the complex haze formation mechanism.

The other type of learning-based dehazing algorithm directly restores a clear image from
the hazy image by learning the complex transformation function from hazy to clear images
through the network. However, due to the lack of constraints from physical models and
the parameter-sharing nature of convolutional neural networks, regions with varying haze
densities in the hazy image are processed using the same parameters. This leads to local
darkening or over-brightening of the dehazed image, resulting in incomplete haze removal.

The transmission map of a hazy image reflects the proportion of scene-reflected light that
can reach the detection system after attenuation by particles, which is negatively correlated
with the degree of haze in the image. Based on the transmission map, this paper designs a
dehazing convolutional network capable of processing regions with varying haze densities in
parallel.
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2 Related Work

Haze-induced image degradation has adversely impacted both daily life and advanced com-
puter vision tasks. Consequently, the study of image dehazing algorithms holds significant
practical value and application potential. These algorithms can be broadly categorized into
two types based on their principles: prior knowledge-based algorithms and deep learning-
based algorithms.

2.1 Dehazing Algorithms Based on Prior Knowledge

Dehazing algorithms based on prior knowledge restore images according to the atmospheric
scattering model, with the primary task being the estimation of the transmission map. He
et al. proposed the Dark Channel Prior (DCP) algorithm, where the authors observed that
the dark channel values in clear image patches are almost zero [2]. Based on this prior, the
transmission map is obtained by calculating the dark channel of the hazy image. Zhu et al.
introduced the Color Attenuation Prior (CAP) algorithm to recover depth information [3].
In this method, the transmission map is computed by observing the proportional relationship
between depth information and the difference in image saturation and brightness. Berman
et al. proposed a non-local image dehazing method, assuming that the colors of haze-free
images can be approximated by a few hundred distinct color clusters in the RGB space [4].
They hypothesized that the presence of haze transforms these clusters into line structures
and used this prior to recover depth information and compute the transmission map.

2.2 Dehazing Algorithms Based on Deep Learning

Deep learning-based dehazing algorithms mainly utilize convolutional neural networks to
restore clear images. Ren et al. proposed the Multi-Scale Dehazing Network (MSCNN),
which includes coarse and fine-scale networks to estimate the transmission map [5]. The fine-
scale network refines the transmission map obtained from the coarse-scale network. Li et al.
introduced an end-to-end dehazing network (AOD-Net) that recovers clear images within
a single network by transforming the calculation of the atmospheric scattering model [6].
Kangfu Mei et al. proposed a dehazing network based on an encoder-decoder structure,
named Progressive Feature Fusion Network (PFF-Net), which directly learns the mapping
from hazy to haze-free images |7]. Bharath Raj N. et al. developed a dehazing algorithm
using a conditional generative network (Dehaze-GAN). This algorithm employs an encoder-
decoder structure as the generator to learn the mapping from hazy to haze-free images and
utilizes PatchGAN as the discriminator [8]. Malav et al. introduced an end-to-end dehazing
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and smoke-removal network (DHSGAN), which is trained under a generative adversarial
network framework. The transmission map and the hazy image are combined along channels
as the input to the generator to restore haze-free images [9].

From the above methods, we can observe that significant progress has been made in
image dehazing algorithms within both traditional image processing and deep learning fields.
However, existing algorithms exhibit weak generalization when dealing with hazy images with
uneven haze distribution or real-world images from diverse scenes. Therefore, designing more
targeted network structures to address the phenomenon of uneven haze distribution in images
is key to improving the performance of dehazing algorithms.

3 Method

3.1 Dehazing Network

The dehazing model based on haze degree prediction proposed in this paper is illustrated
in Figure 1. The model comprises four modules: a feature encoding module, a transmission
map estimation module, a dehazing module, and a separation dehazing module. The feature
encoding module extracts multi-scale image features, which are then passed to the corre-
sponding convolutional blocks of the transmission map estimation module and the dehazing
module. The transmission map and image features extracted by the dehazing module are
input into the separation dehazing module to restore the clear image.

Different regions of hazy images exhibit varying degrees of haze. Typically, the haze
degree in near-field regions is lower than in far-field regions. Global dehazing might lead to
over-enhancement in near-field regions and incomplete dehazing in far-field regions. Based
on this observation, a separation dehazing module is constructed. The basic idea of the sep-
aration convolution module is to utilize the transmission map estimated by the transmission
map estimation module to determine the haze degree. By setting an appropriate thresh-
old, weak-haze and strong-haze masks can be calculated, guiding the convolution process of
the separation convolution block. This analysis is based on the spatial invariance of fully
convolutional neural networks (FCNs). A threshold estimation component is designed to au-
tomatically learn an appropriate threshold for each hazy image using convolutional blocks.
The threshold distinguishes weak-haze and strong-haze regions and is globally related to the
transmission map. The convolution kernel size of the threshold prediction layer matches the
size of the transmission map. To reduce the number of parameters, the transmission map is
first downsampled by 32 times using average pooling,

trans = Avgpool(trans, 32) (3)
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Fig. 1: Dehazing Model Based on Haze Degree Prediction

Next, a convolution layer with a kernel size equal to 1/32 of the original image size is used
to compute the threshold, and then the result is mapped to the range (0,1). The calculation

is as follows: )
Threh = m (4)

where trans represents the transmission map, and f(trans) represents the convolution module
designed for the transmission map. By comparing the pixel values in the transmission map
with the estimated threshold, weak fog region mask M L(x,y) and strong fog region mask
MD(z,y) are determined, as shown in equations (5) and (6):

1, if trans(z,y) > Threh
0, if trans(x,y) < Threh

ML(z,y) = { (5)

1, if trans(z,y) < Threh
0, if trans(x,y) > Threh

MD(z,y) = { (6)

The separable convolution block is based on the spatial invariance of convolutional neural
networks. It separates the features f(z,y) based on the weak fog region mask M L(x,y) and
the strong fog region mask M D(x,vy), resulting in weak fog region features fyr(z,y) and
strong fog region features fyp(z,y), as calculated in equations (7) and (8):
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fML(:v,y)zf(as,y)XML(a:,y) (7)

fMD(.T,y):f(.’L’,y)XMD(SL’,y) (8)

Two parallel convolution blocks process the weak fog region features fy,r,(z,y) and strong
fog region features fy;p(z,y). The outputs of the two convolution blocks F} and F» are added
pixel-wise to obtain the complete feature, as shown in the following equation:

fr(z,y) = Fi(fue(z,y)) + Foa(fup(z,y)) (9)

Finally, a convolutional block further optimizes the features obtained from parallel sep-
aration dehazing. The structure of the separation convolution block is shown in Figure 2.

. /i

MD

Fig. 2: Structure of the Separation Convolution Block

3.2 Model Structure

The dehazing algorithm model based on haze degree prediction is illustrated in Figure 3. The
encoding module comprises five downsampling convolutional blocks, while the transmission
map estimation and dehazing modules consist of a bottleneck convolutional layer and five
upsampling convolutional blocks. The separation convolution module includes two threshold
prediction convolutional blocks and three separation convolution blocks.

Densenet [1] introduced short connections between the inputs and outputs of convolu-
tional layers, effectively reducing gradient vanishing issues caused by deep networks and
making training easier. Inspired by Densenet, this paper adopts dense connection layers
(Dense Layer) as the basic convolutional block for Conv_Block, Bottleneck Conv_ Block,

6
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Fig. 3: Network Structure of the Dehazing Model

and Decov_Block. Dense Layer consists of three sub-convolutional blocks, where the inputs
and outputs of each sub-block are channel-wise concatenated. The structures of Conv_ Block,
Bottleneck Conv_Block, and Decov_Block are shown in Figure 4, and the basic module is
illustrated in Figure 5.

The adaptive threshold calculation module, shown in Figure 6, first downsamples the
transmission map by a factor of 32. A convolution layer with a kernel size of 8 learns global
features, and the threshold is mapped to the range (0,1) using a Sigmoid function.

The separation convolution module divides input features using the mask maps. Two
convolutional kernels process the divided features separately, and the input and output of
each submodule are channel-wise concatenated using the Densenet approach. The specific
module structure is illustrated in Figure 7.

3.3 Loss Function

The dehazing network in this paper mainly completes two tasks: one is the estimation of the
transmission map, and the other is dehazing. Therefore, the loss function is divided into two
parts: the loss function for estimating the transmission map and the dehazing loss function.
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Loss function for estimating the transmission map. The transmission map esti-
mation loss function Li..,s designed in this paper consists of two parts: a pixel-based error
function L; loss function L(z;,) and a gradient loss function Lgy.q. The definition of the
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L1, loss function is as follows:

Ly = 2 IITU) -t (10)

w,h,

where T'(I) represents the transmission map estimation network, I is the input hazy image,
t is the target transmission map, and w, h, and c¢ represent the width, height, and channels
of the image, respectively.

To optimize the edge information of the transmission map, the gradient loss function
Lgraq is introduced on top of the L1 loss function. The calculation is as follows:

Lgrad = Z;l (IG2(T (1)) = Ga(B)ll2 + |Gy (T(I)) = Gy(B)]]2) (11)

where G, and G, represent the horizontal and vertical gradient calculation functions, re-
spectively.
Dehazing loss function. The dehazing loss function is an L1-based loss function,
defined as follows:
> (IS -l

w,h,c

Ldehaze = ( 12)
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where S is the dehazed clear image, and C' is the target clear image.
In summary, the overall loss function for the image dehazing algorithm based on the
degree of image haziness in this paper is:

Lsum = Ldehaze + Ltrans (1?))

3.4 Evaluation Metrics

Peak Signal-to-Noise Ratio (PSNR) Peak Signal-to-Noise Ratio (PSNR): PSNR
is commonly used to evaluate the distortion of image reconstruction. The higher the decibel
value, the better the image reconstruction quality. In this paper, PSNR is used to calculate
the distortion of the dehazed image compared to the real clear image. The formula for PSNR
is as follows:

p €a.
PSNR = 101log, (MP—SE) (14)
1 m—-1n-1 o o
MSE = — > > (p(i,§) - 9(i,4))* (15)
mn iz j=o

where ppeak is the maximum pixel value of the image (255 for grayscale images), MSE is the
mean squared error, and p(i,j) and g(i,j) represent the pixel values of the dehazed image
and the real clear image, respectively.

Structural Similarity Index (SSIM): SSIM is used to evaluate the structural infor-
mation between two images. It is a comprehensive metric that considers luminance, contrast,
and covariance between two images. The higher the value, the more consistent the structure
of the two images. In this paper, SSIM is used to calculate the structural similarity between
the real clear image and the dehazed image. The formula for SSIM is as follows:

(2pppg +c1) (2044 + c2)
(/jjfc + ,LL?] + Cl)(O'J% + 0'3 + CQ)
where f and g are the two images being compared, 1 and O'ch are the mean and variance of

image f, iy and o7 are the mean and variance of image g, and oy, is the covariance between
images f and g.

SSIM( f,g) =

(16)

4 Results

4.1 Dataset Introduction

Since there is no real pair of fog images, clear images, and transmission maps available, the
widely adopted method is to use a synthesized fog image database from the NYU depth

10
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dataset. However, the scenes in the NYU depth dataset are all indoor images, while the pri-
mary application of dehazing algorithms is outdoor scenes. Therefore, this paper synthesizes
a rich scene dehazing image dataset based on the ReDWeb V1 dataset. The ReDWeb_ V1
dataset [10] is a database containing both indoor and outdoor images along with correspond-
ing depth information. Given a clear image and depth map, random values of atmospheric
light (0.8, 1) and atmospheric scattering coefficient (0.4, 1.6) are generated to synthesize foggy
images based on the atmospheric scattering model. Finally, the sizes of the clear images and
the synthesized fog images are standardized to 256 x 256.

This paper uses the publicly available SOTS dataset from the RESIDE dataset as the
test dataset for evaluating algorithm performance. The SOTS dataset contains 500 pairs of
outdoor foggy and clear images, which do not overlap with the training dataset.

4.2 Loss Function for Transmission Map Estimation

To demonstrate the effectiveness of the loss function for estimating the transmission map,
this paper explores different loss functions for the same network structure: (i) L1 loss, (ii)
L1 loss + gradient loss. The experimental results are shown in Figure 8. It can be observed
that using both the L1 loss function and the gradient loss function results in smoother edge
information in the transmission map.

Transmittance
Hazy image (i) (ii) Map

Fig. 8: Effect of Loss Functions on Transmission Map Estimation

11
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4.3 Training Process and Experimental Results

Based on the dehazing network built in Section 2.2.2, experiments were conducted using the
synthesized ReDWeb V1 dataset. After 6000 iterations, the network converged. The loss
function curves for the overall network, dehazing loss, and transmission map estimation loss
are shown in Figure 9. Overall, the oscillation amplitude decreases and the trend of the loss
function continues to decline. After 4000 steps, the decline in the loss function gradually
slows down, and the model ultimately converges.

loss
10

—— Lsum
—— L. dehaze
—— L trans

0.8 4

0.6

0.4 +

ol bt g b i

| x YT ey
0 1000 2000 3000 4000 5000 6000

Fig. 9: Dehazing Loss Curve

This paper visualizes the weak and strong fog masks computed by the threshold esti-
mation component, as shown in Figure 10. The first column contains the real-world foggy
images, the second column contains the weak fog masks, the third column contains the strong
fog masks, and the fourth column shows the estimated transmission maps from the network.
The weak fog mask has a pixel value of 1 in areas with less fog, while the strong fog mask is
the opposite of the weak fog mask. From the image, we can see that the transmission map re-
flects the fogging degree of the image, with darker areas corresponding to lower transmission
values. Additionally, the mask images obtained from the threshold estimation component
effectively segment the image based on fog density, demonstrating the effectiveness of the
separation module for parallel dehazing of different fogging levels.

On the outdoor dataset from the public SOTS dataset, this paper compares the proposed
algorithm with other well-performing prior knowledge-based dehazing algorithms (DCP,

12
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Fig. 10: Weak and Strong Fog Masks Corresponding to Foggy Images

CAP and deep learning-based dehazing algorithms (AOD-net, PFF-net, Dehaze-GAN, DHS-
GAN). The comparison results are shown in Table 2.1. Although the proposed algorithm
performs slightly worse than DHSGAN in terms of PSNR, it achieves the optimal SSIM
value. PSNR calculates the absolute error of each pixel in two images and is an error-
sensitive evaluation metric. SSIM, on the other hand, considers the brightness, contrast,
and structure of two images and provides higher accuracy in image restoration compared to
PSNR. The experiment shows that the proposed algorithm has higher restoration accuracy.

Figure 11 shows the foggy images from six real scenes and their corresponding dehazed
results generated by several algorithms. From the first, second, and fifth rows, it can be seen
that AOD, Dehaze-GAN, and DHSGAN preserve more haze, while DCP and DHSGAN over-
enhance the sky region. In the fourth row, the dehazed results from DCP, AOD, and Dehaze-
GAN show dark, information-lost areas in the lower tree sections, while DHSGAN does not

13
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Model PSNR | SSIM

DCP 19.155 | 0.899

CAP 18.481 | 0.773
AOD-net 20.292 | 0.875
PFF-net 21.252 | 0.839
Dehaze-GAN 23.595 | 0.909
DHSGAN 26.612 | 0.910
Proposed Algorithm | 24.827 | 0.925

Table 1: Dehazing Performance of Different Algorithms

completely remove the fog. In the third row, DCP, AOD, and Dehaze-GAN produce dark
buildings (left corner), which contrasts with the result obtained by the proposed algorithm.
The last row shows that the proposed dehazing network effectively recovers the true color
information, and the sky region’s color remains undistorted.

14
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Hazy Image DCP AOD  Dehaze-GAN DHSGAN  Proposed

Fig. 11: Dehazing Results for Real-World Foggy Images Using Different Algorithms
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5 Conclusion

This paper primarily addresses the issue of varying levels of fog in different regions of a
hazy image. A dehazing algorithm based on the fogging degree of the image is proposed.
Considering that the transmission map corresponding to a foggy image reflects the fogging
degree, the algorithm introduces a transmission map prediction module that runs in parallel
with the dehazing module. Based on the obtained transmission map, an adaptive threshold
learning module is designed to calculate the segmentation threshold, generating mask images
for different levels of fogging. These mask images guide the separation dehazing convolution
module to restore a de-fogged image. Through performance evaluation on publicly avail-
able datasets and comparisons with dehazing results on real images, the proposed dehazing
network achieves higher dehazing accuracy compared to other dehazing algorithms.

16
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